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1. Clustering

Clustering
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1. Clustering

Examples of clustering applications

� Marketing: find groups of similar customers

� Biology: classify plants according to their characteristics

� Evolutionary algorithms : improve crossovers’ diversity. 

� …
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2. k-means clustering

K-means
An unsupervised method.
MacQueen, 1967

2 ) k g r o u p s  a r e 
created by combining 
each individual at the 
n e a r e s t  c e n t e r .

1) k initial centers are 
randomly selected 
a m o n g  a l l  d a t a . .
(here k=3 )

3) The centroid 
of each group 
b e c o m e  t h e 
new centers. 

4) Steps 2 and 3 
are repeated as 
long as the centers 
are not stabilized

The iteration 
ends when 
centers are 
s tab i l i zed.
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2. k-means clustering

Limitations of the K-means algorithm:

Require a metric

Need to guess a priori the number of classes

The choice of initial centers influences the results

Sensitive to noise
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2. k-means clustering

3D example: x1 and x2 are "clusterable", x3 is noise

x1 and x2
x1 and x3

x2 and x3
Clustering 

result
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3. Automated Variable Weighting

(Automated Variable Weighting in k-Means Type Clustering – 2005)

Idea: Weight each variable in order to give 
less weight to the variables affected by 
significant noise.

State of the art: Modha and Spangler already had this idea ... but 
they calculate the weights at the beginning of the algorithm.

Here, the weights will be calculated dynamically at each iteration 
of the algorithm K-means.
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3. Automated Variable Weighting

2 ) k g r o u p s  a r e 
created by combining 
each individual at the 
n e a r e s t  c e n t e r .

1) k initial centers are 
randomly selected 
a m o n g  a l l  d a t a . .
(here k=3 )

3) The centroid 
of each group 
b e c om e  t he 
new centers. 

5) Steps 2, 3 and 4 are 
repeated as long as the 

centers are not stabilized

The iteration 
ends when 
centers are 
s t a b i l i z ed .

4) Computing weights
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3. Automated Variable Weighting

Computing weights - Theorem

with

Where ui,l means that the object i is assigned to the class l

d(xi,j , zl,j) is the distance between objects x and z

h is the number of variables Dj such as Dj ≠ 0

zl,j is the value of the variable j of the centroid of the cluster l
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3. Automated Variable Weighting

Computing weights - Theorem

with

Where ui,l means that the object i is assigned to the class l

d(xi,j , zl,j) is the distance between objects x and z

h is the number of variables Dj such as Dj ≠ 0

zl,j is the value of the variable j of the centroid of the cluster l

Idea: give a low weight for the 
variables, the value of each 
individual on average away 

from the centroid
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3. Automated Variable Weighting

Computing weights

Function to be minimized: 

Constraint:

� Lagrange multipliers!
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3. Automated Variable Weighting

Computing weights

The Lagrangian:

We get: 
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3. Automated Variable Weighting

Computing weights

We can see:

Hence:
QED!

Moreover:
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3. Automated Variable Weighting

Computing weights - Theorem
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4. Experiments and results

Experiment 1: with a synthetic data set

5 Variables, 300 individuals :

X1, X2, X3 : Data forming 3 clear classes

X4, X5 : Noise

As we know the 3 classes, we will compare the results obtained by the 
K-means algorithm with the standard K-means with dynamic weighting.

To make this comparison, we use the Rand index and the 
Clustering Accuracy in order to assess the performance of 
a classification compared to the desired classification. 
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4. Experiments and results

Rand index:

Clustering accuracy :

• ai is the number of points assigned to the correct class

• N is the total number of points
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4. Experiments and results

Rand index:

Clustering accuracy :

• ai is the number of points assigned to the correct class

• N is the total number of points

Erratum
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4. Experiments and results

X1, X2, X3: Data forming 3 clear classes
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4. Experiments and results

X4, X5 :Noise
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4. Experiments and results

Experiment:

1) Data generation
2) Random weights

3) Classical K-means 
algorithm

3) Classical K-means algorithm
4) Weights computation
5) Back to step 3. 

After 10 iterations, break loop
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4. Experiments and results

Classical K-means algorithm K-means algorithm with 
dynamic weighting

Results
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4. Experiments and results

Classical K-means algorithm K-means algorithm with 
dynamic weighting

Results

Common issue: 
The classification depends

on initial centroids and weights
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4. Experiments and results

Common solution:
Run the algorithms several times and 

take the best result.

The weights converge similarly:
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4. Experiments and results

Common solution:
Run the algorithms several times and 

take the best result.

Results:
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4. Experiments and results

Experiment 2: With two real-world datasets

Australian Credit Card data : 690 individuals, 5 quantitative 
variables, 8 qualitative variables.

Heart Diseases : 270 individuals, 6 quantitative variables, 9 
qualitative variables.

Objectives : 
1) Assess the impact of β, the parameter used in the formula 

calculation of weight.

2) Compare the results with previous studies performed on 
these data sets.
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4. Experiments and results

Results

Australian Credit Card data



31/12/2011 Franck.Dernoncourt@gmail.com32

4. Experiments and results

Results

Australian Credit Card data

+0.02 increase in 
prediction compared 
to previous studies!
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4. Experiments and results

Results

Australian Credit Card data

+0.02 increase in 
prediction compared 
to previous studies!

Erratum : 0.85 is also 
reached when β = 8
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4. Experiments and results

Results

Heart Diseases
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4. Experiments and results

Results

Heart Diseases

+0.02 increase in 
prediction compared 
to previous studies!
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4. Experiments and results

How about weights?
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4. Experiments and results

How about weights?
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4. Experiments and results

Results after removal of the
least significant variables

Australian Credit Card data
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4. Experiments and results

Australian Credit Card data +0.03 increase in 
prediction compared 
to previous studies!

Results after removal of the
least significant variables
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4. Experiments and results

Heart Diseases

Results after removal of the
least significant variables
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4. Experiments and results

+0.01 increase in 
prediction compared 
to previous studies!

Heart Diseases

Results after removal of the
least significant variables
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4. Experiments and results

Résultats

+0.01 increase in 
prediction compared 
to previous studies!

Heart DiseasesErratum: The results here 
are worse than before the 
removal of variables

Results after removal of the
least significant variables
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5. Limitations of the study

1) The choice of β does seem empirically.

The study found that depending on the value of β, the 
classification results vary widely, and that the best result is 
better than the results obtained with other algorithms K-
means.

Observation, but not interpretation.
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5. Limitations of the study

Heart Diseases

Résultats en supprimant les
variables au poids faible 
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5. Limitations of the study

2) Algorithm complexity analysis?

The article says that the complexity is O (tmnk) with:

• k is the number of classes,

• m is the number of variables;

• n is the number of individuals;

• t is the number of iterations of the algorithm.

t should not be included in O, since by including in it, the 
complexity of the algorithm is not at all assessable.
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5. Limitations of the study

2) Algorithm complexity analysis?

Example with two sorting algorithms

Bubble sort is О(n²), where n is the number of items to classify.
Using a t indicating the number of iterations, the complexity 
of bubble sort could be also be denoted O(t) (since an iteration 
is O(1)).

Quicksort sort is О(nlogn) where n is the number of items to 
classify. Using a t indicating the number of iterations, the complexity 
of quicksort sort also be denoted O(t) (since an iteration is O(1)).

Conclusion : Using a t indicating the number of iterations 
makes complexities incomparable . Even if it is used to evaluate the 
complexity of a single iteration
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5. Limitations of the study

3) Measurement of quality of the quality index?

This study uses the Rand index and Clustering Accuracy.

We saw that the differences between the two indices are 
sometimes very important.
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5. Limitations of the study

3) Measurement of quality of the quality index?

How about the other 
quality indexes?



31/12/2011 Franck.Dernoncourt@gmail.com51

5. Limitations of the study

Conclusion

1) A very interesting study improving a classical algorithm for clustering (K-
means)

2) A dynamic-weighting approach which seems well founded and which 
meets an existing need.

3) The results look promising but deserved to be better explored.
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Questions ?
franck.dernoncourt@gmail.com


